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My project this summer entailed working on research that would assess the risk of 
prescription drug use during pregnancy. Previously, the old FDA standards for drug risk 
recommendation categories made it difficult for the assessment of risk-benefit ratios for pregnant 
women and their fetus, and has also been a challenge to healthcare providers in decision making, 
due to lack of uncertainty from the categories. As an attempt to improve this, the new FDA 
recommendation requires risk severity in one sentence with level of human evidence. To 
facilitate research, prior work by members from the Cognitive Science Branch at the National 
Library of Medicine, Lister Hill National Center for Biomedical Communications, used 
ingredient-level RxNorm concept unique identifiers (RxCUIs) and mapped the ingredients to 
their respective level of risk and evidence. This information was provided by Briggs' reference 
textbook on evidence and risk of drugs in pregnancy and lactation. 

To conduct the research on real data, the Innovation in Medical Evidence Development 
and Surveillance (IMEDS) data cloud had provided authorized users to use its collection of 
public and private insurance claims data of patients in a controlled and standard format using the 
Observational Medical Outcomes Partnership (OMOP) common data model (CDM). To extract 
the data without exposing patient-level information, the researchers produced counts of patients 
by categories of risk and level of evidence and other demographic relevant data from the 
database. Pregnancy cases were identified through a delivery code, and drugs dispensed 270 days 
prior delivery were analyzed, as 270 days is the average length in pregnancy in humans. The 
rationale for this work is that decision-making in care can improve by the available evidence, 
provide potentially new knowledge about risk of drugs in pregnancy, as well as provide potential 
findings that suggest differences between populations covered by public and private insurance 
data. This could ultimately help improve the quality of care 

Last year Dr. Olivier Bodenreider and others at the NLM produced a preliminary 
investigation of this assessment as a podium abstract presented at the American Medical 
Informatics Association (AMIA) Annual Symposium. Subsequently, an upcoming publication is 
underway, and I have contributed to this research in the form of computational analysis.  

 
The objective for the investigation includes characterizing prescription drugs dispensed 

during pregnancy according to the new FDA recommendations, in terms of level of risk and type 
of evidence (human evidence for example). For my contribution, I investigated some differences 
between the two types of insurances, stratified by pregnancy period and age. During my time in 
Bethesda, I was able to filter the data in such a way that it would provide ways for other 
researchers to quickly compute the statistics in determining differences among age groups and 
different pregnancy periods. Specifically, I was able to perform computational analysis upon the 
data that was during pregnancy, across both insurance claims datasets (public vs. private). 
To be able to conduct this research, I inherited aggregated data produced by these researchers. 
The data was prepared as counts of beneficiaries exposed to prescription drugs in different 
categories of age groups, pregnancy periods, and drugs with level of risk and evidence. 



During my time here I learned R, as the data aggregation I obtained from my supervisor 
was available for computation in the form of R data files. Aggregations were formulated in such 
a way that allowed computation without exposing patient-level information. I was able to learn 
the R language pretty quickly and produce descriptive and inferential statistics from the datasets. 
I found that R Studio is a great environment and is pretty intuitive. The packages available allow 
for a speedy data exporting and importing process, as well as convenient ways to tidy up and 
transform the data, which also reduced the time to compute such statistics.  

The methods to conduct the investigation included identifying the most frequently 
prescribed drugs during pregnancy between both insurance datasets. To do this, I used 
descriptive statistics to compute the relative frequency of each prescription drug in both datasets 
using the number of beneficiaries exposed to that drug at least once during pregnancy. I then 
compared the frequencies of each prescription drug across both datasets that made it in the top 20 
ranked drugs for each set, and did this using the inferential statistics test, known as, ‘Comparison 
of Two Proportions from Independent Populations’. Lastly, I compared the ranks of the top 20 
drugs. To compare the rankings between each dataset, I used the Wilcoxon Rank Sum Test to 
determine how similarly ranked the drugs are across both sets. 

I first produced two tables that were considered the top 20 drugs based on the proportion 
of beneficiaries that were exposed to that drug at least once during pregnancy, and this was for 
each set. I then consolidated the tables to determine which drugs were common between both top 
20 drugs, and found 14 are common between both (Table 1). 

I then compared the frequencies using the proportions test and found that Terbutaline was 
the only drug frequency not significantly different between both sets (Table 2). The test uses the 
absolute frequency of beneficiaries exposed to a drug and those not, by subtracting exposed from 
the total and did this is for both datasets (Table 3). The R statistics package provides this test, 
and implemented as, prop.test(), which facilitated the computation by taking the values described 
above as the parameters (Table 3). To add, correcting for multiple tests was not necessary as 
each test is independent from one another. The next task was to rank the drugs based on the 
proportions of beneficiaries exposed to each drug. It was found that Azithromycin is ranked quite 
similarly and the one highlighted in orange is ranked a bit differently (Table 4). I used the 
Wilcoxon rank test to determine how similar the two datasets are ordered and this is done 
globally between both sets. This test in nonparametric, meaning that it uses the medians rather 
than mean and standard deviation to provide insight on the distribution of the sets of ranked 
drugs (Figure 1). The boxplot shows that the medians are similar and this further solidified my 
results that suggested the hypothesis was correct—that there is no significant difference in the 
order of the drugs across the datasets (Figure 2). This was determined, as the p-value computed 
from the test is greater than the significant level of 0.05.  

 
This is only a small part of what we need to do, as there are many other tasks like 

assessing risk and evidence. I found it to be a steep learning curve for using R on such complex 
datasets. The datasets were complex to learn, as those who aggregated them were either out of 
the country and difficult to reach or working on other projects. Therefore, there is a lot of work 
left to do and I definitely plan to continue this work. This is my first experience conducting 
research and computation for a prospective publication and it's such a privilege, as this 
experience has only furthered my ability to conduct a scientific investigation. I have definitely 
found this helpful to my career, as well as myself in general, as it is a goal of mine to become a 
biomedical researcher and contribute to medical knowledge. 



Table 1. Top 20 drugs for each dataset, Private vs. Public Insurance 

 
 
Table 2. Comparison of top 20 drugs between both data sets, using the comparison proportion 
test 

 



Table 3. The parameters used in the proportion test method in the R statistics package 
Azithromycin Exposed Not 

Exposed 
Total 

Commercial Insurance PA TA-PA TA 

Public Insurance PB TB-PB TB 
 
 
Table 4. The top 20 drugs ranked in both datasets, blue border represents similar ranking, and 
orange border represent different ranking 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Figure 1. This box plot represents the actual distribution of the ranks of drugs globally for both 
datasets (the medians are represented as the bold lines that divide each box). Box ‘1’ represents 
the private insurance data set, while ‘2’ represents the public. 
 

 
 
Figure 2. Each bullet point is a result of the Wilcoxon Rank Sum Test, the p-value is greater 
than the significance level of 0.05. 

 

 


